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INTELLIGENCE: THE ROLE OF INTUITION AND NON-
LOGICAL REASONING IN INTELLIGENCE 
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Abstract 

This paper echoes, from a philosophical stand
point, the claim of McCarthy and Hayes that 
Philosophy and A r t i f i c i a l Intell igence have 
important relat ions. Philosophical problems 
about the use of " i n tu i t i on " in reasoning are 
related, v ia a concept of analogical represen
ta t ion , to problems in the simulation of 
perception, problem-solving and the generation 
of useful sets of poss ib i l i t ies in considering 
how to act. The requirements fo r in te l l igent 
decision-making proposed by McCarthy and Hayes 
are c r i t i c i sed as too narrow, and more general 
requirements are suggested instead. 

Introduction 
The aim of th is paper is to i l l us t ra te the way 
in which interaction between Philosophy and A . I . 
may be useful for both discipl ines. It starts 
with a discussion of some philosophical issues 
which interested me long before I knew anything 
about A . I . , and which I believe are considerably 
enriched and c la r i f ied by re lat ing them to 
problems in A . I . , which, they, in tu rn , help to 
c la r i f y . These issues concern non-logical 
reasoning and the use of non-l inguistic 
representations, especially "analogical" 
representations such as maps or models. This 
discussion is followed by some general 
speculations about the conceptual and perceptual 
equipment required by an animal or machine able 
to cope with our spatio-temporal environment. 
F inal ly , there are further vague, general and 
programmatic remarks about the relations 
between Philosophy and A . I . 

The paper was inspired mainly by discussions 
with Max Clowes, but also to some extent by the 
attempts made by McCarthy and Hayes (12), and 
Hayes ( 8 ) to relate philosophical issues to 
problems in the design of in te l l igent robots. 
My cr i t ic ism of the i r work should not be taken 
to imply unawareness of my debts. 

Although I was ignorant of the remarkable papers 
by Minsky while developing these ideas, I now 
believe that many of his comments on the state 
of A . I . , especially in his 1970 lecture (17), 
are intimately connected with the main themes of 
this paper. I do not yet know enough about 
computers and programming to understand a l l his 
papers l i s t e d in my bibliography, so, for a l l I 
know, he may already have taken these themes 
much further than I can. 
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The l im i t s of the concept of logical va l i d i t y 
Within Philosophy there has long been a conf l ic t 
between those who, l i ke Immanuel Kant ( 9 ) , claim 
that there are some modes of reasoning, or adding 
to our knowledge, which use " i n tu i t i on " , 
" ins ight" , "apprehension of relations between 
universals", e tc . , and those who claim that the 
only va l id modes of reasoning are those which use 
log ica l ly va l id inference patterns. ( I shal l 
analyse this concept short ly. The problem of 
va l id inductive reasoning, from part icular 
instances to generalisations, is not relevant 
to th is paper.) Although various attempts have 
been made to show that non-logical, i n t u i t i v e , 
modes of reasoning and proof are important (e.g. 
I. Mueller (L'8) attempts to show that diagrams 
play an essential role in Euclid's Elements), 
nevertheless, the prevailing view amongst 
analyt ical philosophers appears to be that 
insofar as diagrams, i n tu i t i ve l y grasped models, 
and the l i k e , are used in mathematical, log ica l 
or sc ient i f i c reasoning they are merely of 
psychological in terest , e.g. in explaining how 
people arrive at the real proofs, which must use 
only purely logical pr inciples. According to 
th is viewpoint, the diagrams in Euclid's Elements 
were s t r i c t l y i r re levant , and would have been 
unnecessary had the proofs been properly 
formulated. 

A similar viewpoint seems to prevail in the f i e l d 
of A . I . , despite the recent "semantic" approach, 
which takes non-l inguist ic models or interpreta
tions into account in attempts to make the search 
for proofs, or for solutions to problems, more 
e f f i c ien t . (For example, Gelerntner (7 ), 
Lindsay ( H ) , Raphael (19).) The manipulation 
of non-l inguistic structures appears to be 
tolerated as "heurist ics" but not accepted as a 
variety of val id proof. This prevailing view 
seems to be impl ic i t in the following quotation 
from McCarthy and Hayes (12): 

'. . .we want a computer program that 
decides what to do by in ferr ing in a 
formal language that a certain strategy 
w i l l achieve i t s assigned goal. This 
requies formalising concepts of 
causality, a b i l i t y , and knowledge.' 

(p.463) 

Although McCarthy and Hayes do not discuss the 
question exp l i c i t l y , their stress on the need 
for a "formal language* and "formalising 
concepts", and other features of their essay, 
suggest that they would not admit the autonomy 
of non-l inguist ic modes of reasoning. Their 
concept of a "formal language" seems to include 
only languages l i k e predicate calculus and 
programming languages,and not, fo r instance, the 
"language" of maps. In his Turing lecture (17) 
Minsky inveighed at length against th is sort of 
res t r i c t i on , but f a i l ed to characterise i t 
adequately: it is not, as he suggested, a case 
of concentrating on form (or syntax) while 
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ignoring content, but a case of concentrating on 
too narrow a range of types of representations 
(or "languages"). Formalisation, for instance 
of syntactic and semantic rules, is indispensable: 
what is now needed is formalisation of the rules 
which make non- l inguist ic, non-logical reasoning 
possible. I shall support th is remark by showing 
that log ica l l y va l id inference is a special case 
of something more general. 

What is meant by cal l ing an inference, or step in 
a proof, from premisses p1' p? , . . . p to a 
conclusion c, "valid"? The fact that syntactic 
tests for va l i d i t y can be used by machines and by 
men has led some to forget that what is tested 
for is not a syntactic relat ion but a semantic 
one, which I shall now define. 

In general, whether a statement is true or fa lse, 
i . e . what i t s truth-value i s , depends not merely 
on i t s structure, or meaning, but also on fac ts , 
on how things are in the world: discovering the 
truth-value requires the application of semantic 
interpretat ion procedures in investigating the 
world. However, some statements are so related 
that by examining those procedures, instead of 
applying them, we can f ind that certain combina
tions of truth-values cannot occur, no matter 
what the world is l i k e . 'London is larger than 
Liverpool1 and 'Liverpool is larger than London' 
are incapable of both being true: they are 
contraries of each other. Similarly some pairs 
of statements are incapable of both being false: 
they are subcontraries. More generally, when 
certain combinations of truth-values for state
ments in some set S are impossible on account of 
( i ) syntactic relations between those sentences 
and ( i i ) the semantic rules of the language, 
then the statements in S are said to stand in a 
log ica l re la t ion. (A more accurate def in i t ion 
would have to make use of the concept of " logical 
structure". Although in tu i t i ve l y clear, the 
precise def in i t ion of th is concept is very 
d i f f i c u l t . ) Inconsistency, i . e . the impossibility 
of a l l statements in the set being true, is one 
important logical re lat ion. Another is va l id i t y 
of inference, i . e . the case where what is ruled 
out as impossible is the conclusion, c, being 
false while a l l the premisses P1, P2 • • Pn are 
t rue. Thus, logical va l id i t y is a special case 
of the general concept of a logical re la t ion , 
namely the case where the combination of t r u th -
values (T, T, . . . T: F) cannot occur. 

My main claim is not merely that these are 
semantic concepts, concerning meaning, reference, 
denotation (e.g. denotation of truth-values) as 
well as form (syntax, structure), but that they 
are special cases of s t i l l more general concepts, 
which I shall now i l l u s t r a t e , with some examples 
of va l id reasoning which are not log ica l . Many 
more examples can be found in Wittgenstein (23). 

Consider the famil iar use of pairs of circles to 
represent Boolean relations between classes, as 
in Fig. 1, where (a) represents a state of 
af fa i rs in which the class A is a subclass of B, 
(b) represents a state of affairs in which the 
classes B and C have no common members, and (c) 
represents A and C as having no common members. 
If A is the class of male persons in a certain 
room, B is the class of students in the room and 
C the class of redheads in the room, then clearly 
for each of the three figures whether it correct-
ly represents the facts depends on how things 
are in the world ( i . e . in the room). Neverthe
less, the "inference" from (a) and (b) to (c) is 
va l id , since no matter how things are in the 
room, it is impossible for the f i r s t two to 
represent the state of affairs while the las t 
does not: that combination of semantic relations 
is ruled out, given the "standard" way of 
interpreting the diagrams. (How is it ruled 
out?) 

Now consider Figs 2(a) and 2(b), each represent 
ing a configuration composed of two horizontal 
r ig id levers, central ly pivoted and joined by 
an unstretchable st r ing going round a pulley 
with f ixed axle. (A deeper analysis of th is 
example would require a much more elaborate 
and exp l ic i t statement of the semantic rules.) 
If the arrows represent direction of motion of 
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ends of levers, then it is impossible f o r any 
si tuat ion to be represented by (a) unless it is 
also represented by (b), even though whether a 
part icular si tuat ion is or is not represented by 
each of the figures is a matter of fac t . Thus 
the inference from (a) to (b) is va l id . Anyone 
who does not f i nd th is immediately obvious may 
be helped by being shown figures with arrows in 
intermediate posit ions, as in Pig. 3. This is 
analogous to the use of a sequence of intermedi
ate steps in a log ica l proof to help someone see 
that the conclusion does fol low from the 
premisses: one person may require such in te r 
mediate conclusions though another does not. ( I t 
would be of some interest to discuss the case of 
a person who understands each step, but cannot 
grasp the proof as a whole - but space 
l imi tat ions prevent t h i s . Problem: how do we 
know where to insert the intermediate arrows?) 

Generalising the concept of va l id inference 
What these two examples i l l u s t r a t e , is that the 
concept of a va l id inference, or a va l id step in 
a proof, can be generalised in two ways beyond 
the def in i t ion given above. F i rs t the inference 
may involve non-verbal representations, instead 
of only a set of statements. Second, va l i d i t y 
need not concern only truth-values, but also 
represented objects, configurations, processes, 
etc. Thus, the inference from representations 
R1, R2, . . . Rn to RC is va l id in the 
generalised sense if structural (syntactic) 
relations between the representations and the 
structures of the semantic interpretat ion 
procedures make it impossible for R1, Rp, . . . 
Rn a l l to be interpreted as representing anything 
which is not also represented by R . We can also 
express this by saying that Rc is j o i n t l y 
entailed by the other representations. 

In th is sense (a) and (b) of F i g . 1 together 
entai l (c ) . Similarly (a) in F ig. 2 entails 
(b). Exp l ic i t l y formulating the interpretat ion 
rules re lat ive to which these inferences are 
val id would be a non- t r i v ia l exercise. Once 
they have been made exp l i c i t , the poss ib i l i ty 
arises of indicating fo r any va l i d inference 
exactly which are the rules in v i r tue of which 
the step from "premisses" to "conclusion" is 
va l id . When a proof contains such exp l ic i t 
indications it is not merely va l id but also 
rigorous. So fa r , re la t ive ly few representational 
or l i ngu is t i c systems are su f f i c ien t ly well 
understood for us to be able to formulate proofs 
which are rigorous in th is sense. For instance, 
we can do th is fo r some of the a r t i f i c i a l 
languages invented by logicians, in which various 

log ica l symbols are defined in terms of the i r 
contribution to the va l i d i t y of certain forms of 
inference (e.g. the rule of "universal 
instant iat ion" is part of the def in i t ion of the 
universal quant i f ie r ) . But the fact that we do 
not yet understand the semantics of other 
languages and representational systems well 
enough to formulate rigorous proofs does not 
prevent us from recognising and using va l id 
proofs. Simi lar ly , it need not prevent a robot. 

I conjecture that much in te l l igent human and 
animal behaviour, including the phenomena noted 
by Gestalt Psychologists, involves the use of 
va l id inferences in non-l inguist ic representation
al systems, for instance in looking at a mechani
cal configuration, envisaging certain changes and 
"working out" the i r consequences. The use and 
manipulation of rows of dots, or sticks of 
d i f ferent lengths, to solve arithmetical problems, 
instead of the manipulation of equations using 
numerals and such symbols as '+' and '-' is 
another example. What philosophers and others 
have been getting at in ta lk ing about our ab i l i t y 
to " i n t u i t " or "see" connections between concepts 
or properties can now be interpreted as an 
obscure reference to th is generalised concept of 
v a l i d i t y . (My own previous ef for t (20) was also 
obscure.) One of the sources of confusion in 
such discussions is the fact that although we 
sometimes use and manipulate "external" 
representations, on paper or blackboards fo r 
instance, we also can construct and manipulate 
diagrams and models " in te rna l l y " , i . e . in our 
minds. This has led to a certain amount of 
mystique being associated with the topic. By 
placing the topic in the context of A . I . , we can 
make progress without being side-tracked into 
the more f ru i t l ess variety of philosophical 
debate about the ontological status of mental 
processes, for the ontological status of the, 
internal manipulations wi th in a computer is 
moderately well understood. 

There are, of course, many problems l e f t unsolved 
by these remarks. For instance, there are 
problems about the scope of part icular inference 
patterns: how fa r can they be generalised, and 
how does one discover thei r l imi ts? (Compare 
I. Lakatos, (10), and S. Toulmin's discussion in 
(22) of the use of diagrams in optics.) More 
importantly, does the a b i l i t y to generate, 
recognize and use va l id inferences require the 
use of a "metalanguage" in which the semantic 
and syntactic relations can be expressed and 
which can be used to characterise inferences 
exp l i c i t l y as val id? Many persons can recognize 
and use va l id inferences even though they have 
learnt no logic and become incoherent when asked 
to explain why one thing follows from another: 
does th is imply that we unwitt ingly use sophist i 
cated metalinguistic apparatus long before we 
learn any logic? Is social interaction required 
to explain how we can learn the necessary 
consequences of semantic and syntactic rules? 
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These deep and d i f f i c u l t problems arise as much 
in connection with the use of language as in 
connection with the use of non-linguistic 
representations, so I have no special responsi
b i l i t y fo r answering them merely because of my 
defence of non-linguistic systems as having an 
autonomous status not reducible to the status of 
heuristic adjuncts to l ingu is t ic ones. 

Analogical vs. Fregean modes of representation 
How should one decide which sort of representat
ional system to use in connection with a given 
problem? It may be impossible to give a useful 
general answer to this question, but I shall t r y 
to show that for certain sorts of problems 
"analogical" systems have advantages over 
general languages l i ke predicate calculus. If 
th is is so, then the hunt for general problem-
solving strategies and search-reducing heuristics 
may prove less f r u i t f u l than the study of ways in 
which highly specific topic-dependent modes of 
representation incorporate r ich problem-solving 
powers in the i r very structures. Contrast Hayes 
( 8 ) : 

'. • . fo r the robot, generality is 
al l- important, and powerful - problem 
dependent - heuristics just w i l l not 
be available.' (p.536) 

Clearly it w i l l depend on the robot: and why 
should we aim to design only robots whose 
general intell igence surpasses that of humans 
and other known animals? 

In order to make a l l th is more precise we need 
an analysis of the l inguist ic /non- l inguist ic 
dist inct ion which I have hitherto used without 
explanation. Detailed investigation shows that 
there is a whole family of distinctions to be 
explored. For the moment, I shall merely 
explain the contrast between "analogical" and 
"Fregean" modes of representation. Pictures, 
maps and scale models are largely analogical, 
while predicate calculus (invented by Frege), 
programming languages and natural languages are 
largely, though not ent i re ly Fregean. The 
contrast ooncems the manner in which the parts 
of a complex representing or denoting 
configuration, and relations between parts, 
contribute to the interpretation of the whole 
configuration, i . e . the manner in which they 
determine what is represented, expressed, or 
denoted. 

In an analogical system properties of and 
relations between parts of the representing 
configuration represent properties and relations 
of parts in a complex represented configuration, 
so that the structure of the representation 
gives information about the structure of what 
is represented. As two-dimension pictures of 
three-dimensional scenes i l l u s t r a te , the 
correspondence need not be simple. For instance, 

in Fig. 4 distances in the picture represent 
distances in the scene in a complex context-
sensitive way. Similar ly, the relat ion 'above' 
in the picture may represent either 'above', or 
' fu r ther ' , or 'nearer' or ' further and higher', 
etc. , in a scene, depending on context, such as 
whether a f loor , wall or cei l ing is involved. 
Consequently the interpretation of an analogical 
representation may involve very complex 
procedures, including the generation of large 
numbers of local ly possible interpretations of 
parts of the representation and then searching 
for a globally possible combination. For an 
example see Clowes ( 2 ) . (The use of search-
procedures structural ly related to the picture 
is another example of the use of an analogical 
representation.) 

By contrast, in a Fregean system there is basica
l l y only one type of "expressive" relation between 
parts of a configuration, namely the relat ion 
between "function-signs' and "argument-signs". 
(Frege's syntactic and semantic theories are 
expounded in ( 5 ) . ) For example, the denoting 
phrase 'the brother of the wife of Tom' would be 
analysed by Frege as containing two functinn-
signs 'the brother of ( )' and 'the wife of 
( ) ' , and two argument-signs 'Tom' and 'the 
wife of Tom', as indicated in 'the brother of 
(the wife of (Tom))'. Clearly the structure of 
such a configuration need not correspond to the 
structure of what it represents or denotes. At 
most, it corresponds to the structure of the 
procedure by which the object is ident i f ied, 
such as the structure of a route through a 
complex "data structure". Moreover, the in te r 
pretation procedures need not involve the 
search for a globally consistent interpretation 
in order to remove local ambiguities, since 
objects, relations, properties and functions can 
be unambiguously named by a rb i t ra r i l y chosen 
symbols. For instance, the use of the word 
'above' in English need not be subject to the 
same kind of local ambiguity as the relat ion 
'above' in Fig. 4. Frege showed how predicates, 
sentential connectives ( 'not ' , 'and ' , etc.) and 
quantifiers could a l l be used as f unction-signs. 
Consequently, predicate calculus is purely 
Fregean, as is much mathematical notation. 
Natural languages and programming languages, 
however, are at least part ly analogical: for 
instance, l inear order of parts of a programme 
corresponds, to a large extent, to temporal 



274 Session No. 6 Analysis of Human Behaviour 

order of execution. (Devices such as 'go to' 
which upset th is correspondence are neither 
Fregean nor analogical. These two categories 
are by no means exhaustive.) 

A Fregean system has the advantage that the 
structure (syntax) of the expressive medium need 
not constrain the variety of structures of 
configurations which can be represented or 
described, so that very general rules of 
formation, denotation and inference can apply to 
Fregean languages concerned with very d i f ferent 
subject-matters. Contrast the d i f f i c u l t y (or 
impossibi l i ty) of devising a single two-dimension
al analogical system adequate fo r representing 
p o l i t i c a l , mechanical, musical and chemical 
structures and processes. The generality of 
Fregean systems may account f o r the extraordinary 
richness of human thought (e.g. it seems that 
there is no analogical system capable of being 
used to represent the facts of quantum physics). 
It may also account fo r our a b i l i t y to think and 
reason about complex states of a f fa i rs involving 
many di f ferent kinds of objects and relat ions at 
once. The price of th is general i ty is the need 
to invent complex heur ist ic procedures fo r 
dealing e f f i c i en t l y with specif ic problem-
domains. It seems, therefore, that for a 
frequently encountered problem-domain it may be 
advantageous to use a more specialised mode of 
representation r icher in problem-solving power. 
For example, an animal or robot constantly 
having to negotiate our spatio-temporal environ
ment might be able to do so more e f f i c i en t l y 
using some kind of analogical representation of 
spat ia l structures and processes. A great deal 
of sensory input is in the form of spat ial 
patterns, and a great deal of output involves 
spat ia l movements and changes, at least fo r the 
sorts of animals we know about, so the in terna l 
decision-making processes involve t ranslat ion 
from and into external spatio-temporal configur
at ions. It seems l i k e l y , therefore, that the 
t ranslat ion w i l l involve less complex procedures, 
and be more e f f i c i e n t , if the internal represen
tat ions of actual and envisaged states of a f fa i rs , 
changes, actions, e t c . , use a medium analogous in 
form to space-time, rather than a Fregean or 
other l i ngu is t i c form. 

A great deal more needs to be said about Fregean, 
analogical and other types of representation or 
symbol, but I haven't space fo r an extended 
survey. Instead I shal l now t r y to describe and 
i l l u s t r a t e in more deta i l some ways in which 
analogical representations may be superior to 
Fregean or l i ngu i s t i c types. 

Advantages of analogical representations 
fo r an in te l l i gen t robot 

An in te l l i gen t agent needs to be able to discover 
the detailed structure of i t s environment, to 
envisage various possible changes, especially 
changes which it can bring about, and to d i s t i n 
guish those sequences of changes which lead to 

desired or undesired states of a f f a i r s . Rumour 
has it that not a l l species can do these things 
in the same contexts: a dog,unlike a chicken, 
can think of going round a barr ier to reach food 
v is ib le on the other side. S imi lar ly , f i r s t -
generation robots may only have very l imi ted 
capacit ies. A minimal requirement fo r coping 
with our environment, i l l u s t ra ted by the 
chicken/dog example, is the a b i l i t y to consider 
changes involving re la t i ve ly smoothly ordered 
sequences of states, such as going round a fence, 
turning a knob, moving one end of a st ick into 
the hollow end of another, moving a plank un t i l 
it bridges a d i t ch , etc. By contrast, the 
contexts for i n te l l i gen t action which appear to 
have attracted most attent ion in A . I . , such as 
searching for log ica l proofs, playing chess, 
f ind ing a route through a space composed of a 
network of points and arcs, acting in a world 
composed of interact ing discrete f i n i t e automata 
(compare McCarthy & Hayes (12), pp. 470, f f ) , 
involve search spaces which have no obvious 
usable order or organisation, so that in order 
to make problems tractable new organising 
patterns have to be discovered or invented and 
new means of representing them created. Of 
course, these contexts are very important, and 
are to be found in our environment also (e.g. 
assembling a mechanism from general-purpose 
components). But they are also much more 
d i f f i c u l t , and attempting to tackle them without 
f i r s t understanding how to sat is fy the above 
minimal requirement may be unwise. 

For example, here are some problems which we 
(who? chimps? two-year old children?) seem able 
to solve e f fo r t less ly when the problem is 
represented analogical ly, but which sometimes 
become much more d i f f i c u l t in a di f ferent format 
(e.g. an ari thmetical format, using equations 
and co-ordinates, e t c . ) . In F ig . 2 (a) which 
way is the right-hand end of the right-hand 
lever moving? In Fig. 5, where A represents the 
dog, B the food, and the dashed l ine a fence, 

f i nd a representation of a route from dog to 
food which does not go through the fence. 
(Notice that th is requires a grasp of how the 
l a t t e r re la t ion is represented analogical ly.) 
In Fig. 6, where AB represents a d i t ch , CD a 
moveable plank, f i nd a way of moving the plank 
u n t i l i t l i e s across the d i tch . In Fig. 7, 
representing r a i l connections between towns, 
f i nd a route between the two asterisked towns 
passing through the smallest number of other 
towns. In F ig . 8, where the l ines represent 
r i g i d rods ly ing in a plane, loosely jointed 
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them in specif ic ways representing changes of 
certain sorts in pther configurations. 

For instance, while looking at or thinking about 
some configurat ion, we can imagine or envisage 
rotat ions, stretches and translations of par ts , 
we can imagine any two indicated parts joined up 
by a straight l i n e , we can imagine I moving in 
the d i rect ion in which I is from Z, we can 
imagine various deformations of a l i ne while i t s 
ends are f i xed , such as bending the l i ne s ide
ways u n t i l it passes through some t h i r d specif ied 
point or u n t i l it no longer crosses some 
"barr ier " . For example, something l i k e th i s las t 
procedure could be used to f i n d the route round 
the fence (see Fig, 5 ) , or even a route round a 
number of barr iers -though more than jus t 
bending of a st ra ight l i ne may be required if 
some of the barr iers are bent or curved. A 
s imi lar routine might be used to f i nd the best 
route between asterisked points in Fig. 7, 
though more complex procedures are required fo r 
more complex route-maps. 

Of course we cannot always do the manipulations 
in our heads: we may have to draw a diagram on 
paper, or re-arrange parts of a scale model, in 
order to see the ef fects . (Try imagining the 
motion of a worm and pinion without moving your 
hands.) The difference between performing such 
manipulations in terna l ly and performing them 
externally is i r re levant to our present concerns. 

The main point is that the a b i l i t y to apply such 
subroutines to parts of analogical configurations 
enables us to generate, and systematically 
inspect, ranges of related poss ib i l i t i es , and 
then, in the generalised sense of ' v a l i d ' 
defined previously, to make va l id inferences, 
fo r instance about the consequences of such 
poss ib i l i t i es . Thus, in the s i tuat ion represen
ted by Figure 2(a) without the arrow, one can 
f i nd the movement of one lever required for 
producing desired movement of the other. (Of 
course, th is leaves many unsolved problems, such 
as how the appropriate manipulations of the 
representing configuration are selected and how 
the solut ion to the problem can be translated 
into act ion.) 

What these examples seem to i l l u s t r a te is that 
when a representation is analogical, small 
changes in the representation (syntactic 
changes) are l i k e l y to correspond to small 
changes in what is represented (semantic changes) 
changes a l l in a certain di rect ion or dimension 
in the representation correspond to s imi lar ly 
related changes in the configuration represented 
and constraints in the problem situat ion (the 
route cannot go through the fence, the rods 
cannot stretch or bend, the centres of the 
pulleys are f i xed , etc . ) are easily represented 
by constraints in the types of transformations 
applied to the representation, so that large 
numbers of impossible strategies don't have to 
be exp l i c i t l y considered, and rejected. Hence 
"search spaces" may be e f f i c i en t l y organised. 
By contrast, the sorts of changes which can be 
made to a Fregean, or other l i ngu i s t i c , desc
r i p t i o n , such as replacing one name with another 
conjoining a new descript ion, applying a new 
function-sign (such as ' no t - ' ) to the description 
adding a qual i fy ing phrase, e tc . , are not so 
useful ly related to changes in the structure of 
the configuration described. (One can, of 
course, impose analogical structures on a Frege
an system through the use of certain procedures: 
fo r instance if names of a class of individuals, 

are stored in an order corresponding, say, to the 
order of size of those indiv iduals, then subst i t 
ut ing those names in that order in some 
descript ion, as part of a search, would be 
simi lar to the above manipulations of analogical 
representations. Contrast the non-analogical case 
where instead of the ordered l i s t , there is a 
randomly ordered l i s t of statements asserting for 
each pair of individuals which of the two is 
smaller in s ize . ) For example, " fa i lu re of 
reference" is a commonplace in Fregean and 
l ingu is t i c systems. That i s , very many we l l -
formed expressions turn out not to denote 
anything even though they adequately express 
procedures fo r ident i fy ing some ind iv idual ; for 
example 'the largest prime number', ' the shape 
bounded by three straight sides meeting in four 
corners' , etc. (This topic is discussed in my 
(21).) It seems that in an analogical system a 
s m a l l e r proportion of well-formed representa-
tion can be un in terpre ta le (inconsistent): 
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pictures of impossible objects are harder to 
come by than descriptions of impossible objects, 
so searches are less l i k e l y to be wasteful 

A most important economy in analogical systems 
concerns the representation of iden t i t y , or co
incidence in complex configurations. Each part 
of a map is related to many other parts, and th is 
represents a s imi lar plethora of relationships in 
the region represented by the map. Using a map 
we can "get at" el l the relationships involving a 
certain place through a single access point , e.g. 
the dot representing a town whose relations are 
in question. By contrast, each part of the region 
would have to be referred to many t imes, in a 
large number of statements, if the same var iety 
of information were expressed in l i ngu i s t i c 
descriptions. (Thus addit ional semantic rules 
fo r ident i fy ing di f ferent signs as names of the 
same place are required.) Moreover, a change in 
the configuration represented, may, in an analo
gical representation, be indicated simply by 
moving a dot or other symbol to a new posi t ion, 
whereas very many changes in l i ngu i s t i c descrip
tions of relationships would be required. 

F ina l ly , when we use a Fregean or s imi lar 
language, it seems that our a b i l i t y to apply 
names and descriptions to objects in the world 
has to be mediated by analogical representations. 
For instance, one can define a word such as 
'plank' in terms of other words, such as 
' s t r a i g h t ' , ' p a r a l l e l ' , 'wooden', e t c . , but 
eventually one has to say of some words, to a 
person who claims not to understand them, 'You ' l l 
just have to learn how things of that sort look ' . 
S imi lar ly , any robot using such a language w i l l 
have to relate it to the world via analogical 
representations of some sor t . So even when 
deliberation about what to do, reasoning about 
problems, e t c . , uses Fregean languages, 
analogical representations are l i k e l y to be 
lurking in the background, giving content to the 
cogitations. If so, it may be foo l ish not to 
employ whatever relevant problem-solving power is 
available in the analogical systems. 

What I am gett ing at is that insofar as a robot 
has to have at least those types of in te l l igence, 
common to humans and other mammals, involved in 
coping with our spatio-temporal environment, it 
may need to use analogical representations if it 
is to cope e f f i c i e n t l y . Moreover, it should be 
remembered that although not as general as Fregeai 
representation, spat ia l analogical representations 
are useful for a very wide var iety of non-spatial 
systems of relat ionships, including a l l those 
where we f i nd it useful to t a l k of " t rees" , 
"networks", "hierarchies", "spaces" (e.g. search-
spaces.'), and so on. So the e f f i c i en t simulation 
of our sensorimotor a b i l i t i e s may provide a basis 
for the e f f i c ien t simulation of a wide var ie ty of 
more abstract cognitive a b i l i t i e s . (Compare 
Piaget's speculations about the role of innate 
motor schemata in cognitive development, reported 
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in Flavel l (3) . ) 

What is now needed is a much more systematic and 
exhuastive survey of d i f ferent types of represen
ta t iona l systems and manipulative procedures, in 
order to assess the i r re la t i ve advantages and 
disadvantages fo r various sorts of purposes. 
Some of the ideas in N. Goodman's (6) may prove 
usefu l . 

Summary of disagreements with McCarthy and Hayes 
It should be clear by now that although my 
th inking on these issues has been considerably 
influenced by McCarthy and Hayes (12), there are 
several areas of disagreement, mainly, I th ink, 
ar is ing out of the i r neglect of types of 
representational systems which have not yet been 
studied by logicians and mathematicians. Where 
they represent the world as a system of discrete 
f i n i t e automata, I claim that other sorts of 
representations are more suitable for an environ
ment composed of configurations whose parts and 
relationships are capable of changing along 
p a r t i a l l y or t o t a l l y ordered, often continuous, 
dimensions of d i f ferent sor ts , such as sizes, 
posi t ions, or ientat ions, speeds, temperatures, 
colours, etc. Where they analyse the concept of 
what can happen or be done in terms of what is 
consistent with the interconnections and programs 
of the automata, I regard th i s as simply a spec
i a l case of a more general concept which I ca l l 
configurational poss ib i l i t y , namely the concept 
of the var iety of configurations composed of 
elements, properties and relationships of the 
sorts we f ind in the world. (A f u l l e r discussion 
would refer to other categories.) Thinking of 
a l l the things in one's present environment which 
might have been bigger, smaller, a di f ferent 
colour or shape, d i f fe ren t ly located or oriented, 
moving at d i f ferent speeds, e tc . , i l l us t ra tes the 
inadequacy of the discrete automaton representa
t i o n . (Compare Chomsky's proofs of the inadequacy 
of certain sorts of grammatical theories, in (1) 
and elsewhere.) Our a b i l i t y to not ice, and use, 
such poss ib i l i t i e s , apparently shared with other 
animals, must surely be shared by an in te l l i gen t 
active robot. 

Where McCarthy and Hayes require the i r robot to 
be capable of ' i n fe r r ing in a formal language 
that a certa in strategy w i l l achieve i t s goal ' 
(p.463), I require only that it be capable of 
recognising a representation of an action or 
sequence of moves terminating in the goal, and 
not necessarily a representation in a 'formal 
log ica l (sic) language' (p.468). I f proof is 
required that th is strategy applied to the assumed 
exist ing state of a f fa i rs w i l l lead to the goal , 
then a proof within an analogical medium, va l i d 
in the generalised sense defined above, w i l l do. 
Whereas they claim that a l l th is requires 'forma
l i s i n g concepts of a b i l i t y , causal i ty , and 
knowledge' (p. 463), I claim that it is enough to 
be able to represent the exist ing states of 
a f f a i r s , generate (e.g. in an analogical system) 
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representations of possible changes (or sequences 
of changes), recognize representations of changes 
which terminate in the goal state, and then 
attempt to put such changes into ef fect . There 
is no need fo r exp l i c i t use of such concepts as 
'can' or 'able' so long as the procedures for 
generating deformations of representations are 
geared to what the robot can do. Do dogs and 
other animals know that they cannot do such things 
as f l y over obstacles, push houses out of the 
way, e tc . , or do they simply never consider such 
poss ib i l i t ies in deciding what to do? There is a 
difference between being able to think or act 
i n te l l i gen t l y and being able exp l i c i t l y to 
characterise one's thinking or acting as i n t e l l 
igent. McCarthy and Hayes seem to make the 
l a t t e r a necessary condition for the former, 
whereas my suggestion is that some of the i r 
requirements can be ignored un t i l we are ready to 
s tar t designing a robot with ref lect ive i n t e l l i 
gence. 

Of course, a great many problems have been l e f t 
completely unsolved by these remarks. I have 
said nothing about how the a b i l i t y to construct, 
interpret and modify analogical representations 
might be programmed. Are new types of computer 
hardware required if the sorts of subroutines 
mentioned above fo r modifying parts of analogical 
representations are to be readi ly available? 
How w i l l the robot interpret such routines? How 
much and what type of hardware and programming 
would have to be bu i l t into a robot from the 
star t in order to give it a chance of learning 
from experience what i t s environment is l i k e : 
e.g. w i l l some knowledge of the form of three-
dimensional configurations have to be there from 
the beginning? Would the a b i l i t y to cope with 
some types of possible changes in perceived 
configurations (e.g. motion in smooth curves, 
rotat ion of smooth surfaces etc.) have to be 
programmed from the start in order that others 
may be learnt? 

I cannot answer such questions. What I am try ing 
to do is i l l u s t r a t e the poss ib i l i t y of replacing 
or supplementing an excessively general and 
l i ngu i s t i c approach to problems in A . I . with a 
way of th ink ing, fami l iar to some philosophers, 
involving systematic re f lec t ion on fac ts , about 
human cognitive a b i l i t i e s , which are readi ly 
available to common sense (not to be confused 
with introspect ion). By asking, as some 
philosophers have done 'How is it possible for 
these ab i l i t i e s to ex i s t? ' , one is already moving 
in the direct ion of A . I , The danger is that some 
people in A . I . pre-occupied with the current 
technology of the subject and imminently solvable 
problems may forget or ignore some f r u i t f u l new 
star t ing points. As fo r the fear, expressed by 
Hayes, quoted above, that generality is a l l -
important because powerful problem dependent 
heurist ics w i l l not be avai lable, I hope I have 
at least given reasons for thinking that they 

can be made available. 

Philosophy and A r t i f i c i a l Intell igence 
Many philosophical problems are concerned with 
the ra t iona l i ty or j u s t i f i a b i l i t y of part icular 
conceptual schemes, sets of be l ie fs , modes of 
reasoning, types of language. To reformulate 
these problems in terms of the advantages and 
disadvantages for an in te l l igen t robot of this 
or that type of conceptual scheme, type of 
language, e tc . , w i l l c la r i f y them and, I hope, 
stimulate the production of theories precise 
enough to be tested by using them to design 
mechanisms whose fa i lure to perform as expected 
w i l l be a sign of weakness in the theories. 
Attention paid by philosophers to the problems 
of designing a robot able to use, or simulate 
the use of, much of our conceptual apparatus may 
introduce much greater system and direct ion into 
philosophical enquiries (reducing the influence 
of fashion and h is to r ica l accidents such as the 
discovery of paradoxes). I have t r i ed to show, 
for example, how thinking about the problem of 
designing a robot able to perceive and take 
in te l l i gen t decisions helps to put logic into a 
broader context and brings out the importance of 
storing information in and reasoning with non-
l i ngu is t i c representations: th is has important 
implications also for philosophy of mathematics 
and philosophy of science. (The sketchiness 
of some of my arguments is connected with the 
fact that th is paper is part of a much larger 
enquiry.) Other philosophical problems (the 
problem of universals, problems about ostensive 
de f in i t i on , problems about sense and reference, 
problems about the re la t ion between mind and 
body, for example) seem to me to be quite 
transformed by f a i r l y detailed acquaintance with 
progress and problems in A . I . This interact ion 
between philosophy and A . I . may also help to 
remedy some of the deficiencies (such as inept 
description and explanatory poverty) in contem
porary psychology. 
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