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ABSTRACT

This paper proposes a parallel matching algorithm for
feature-based stereo vision. Features are zero-crossing (ZC)
points detected with various sizes of Laplacian-Gaussian filters.
In order to obtain candidate intervals of disparity, the disparity
histogram is computed all over the image. The image is, then,
divided into small areas and the disparity histogram in each local
area is computed within the candidate intervals. The local dis-
parity histograms in all the channels are fed to the fusion evalua-
tes and the most probable disparity is detected in each local
area. Once the most probable disparity is detected, disparities
for all the finest ZC points arc determined in the local area to
obtain a high resolution disparity map. The, matching pairs are
removed from a set of ZC points. A series of processes are
iterated until no more disparities are determined.

Experiments with a sample scene reveals that the algorithm
has advantages in efficiency and performance.

INTRODUCTION

Among various types of range finding methods, stereo
vision is worthy of notice since it needs no active media. How-
ever, it is so difficult to match comresponding points in the two
images that the stereo vision has not been fully established as
a computer vision system.

There have been many matching algorithms proposed,
which may be classified into feature based method and area-
based method.

In feature-based method. Marr and Hildreth introduced
the convolution operator V2G, where V* is the Laplacian opera
tor and G stands for the two-dimensional Gaussian distribution,
and adopted the zerocrossing (ZC) of the V°G-filtered image
as the features to be matched (Marr and Hildreth, 1980). A
problem with matching the ZC is that ZC points may appear
randomly in the region o\’ little intensity change. If we try to
match ZCs including such random ones, the probability of
false matching becomes large.

Another problem is concemed about how to match
corresponding points. Marr and Poggio proposed the hierarchical
matching algorithm, in which matching process is started in the
coarsest channel of ZC and followed by finer ones (Marr and
Poggio, 1979). As was successfully implemented by Grimson
the algorithm is quite reasonable for a scene where the depth
change smoothly (Grimson, 1981). However, it tums out to be
inefficient in certain cases. The first is a case where a soene
includes many objects at different positions as observed in
usual room scenes. The inheritance of disparity information
from a coarser channel to a finer one frequently fails, especially
at the discontinuities of depth. The second is a case where the
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main feature consists of high spatial frequency component
alone. A white wall with small scratches is one of the examples.
In that case the matching process can not start in the coarsest
channel.

In order to solve problems mentioned above, we have
developed and implemented a parallel matching algorithm.

I OUTLINE OF ALGORITHM

The general block diagram of the parallel matching algo-
rithm is shown in Figure 1.

Features are the ZC points detected with various sizes of
V2G. In order to obtain candidate intervals of disparity, the
disparity histogram is computed all over the image. The image
is, then, divided into small areas and the disparity histogram in
each local area is computed within the candidate intervals. The
local disparity histograms in all the channels are fed to the
fusion evaluator and the most probable disparity is detected in
each local area. Once the most probable disparity is detected,
disparities for all the finest ZC points are determined in the
local area to obtain a high resolution disparity map. A senes
of processes are iterated until no more disparities are determined.
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Il FEATURE EXTRACTION

Let the mput image and $2G-filtered image be denoted

by ¥4 g and By . jbh where o s the stundard deviation of

G oand x means etther ripht (R) or left (L. Bg™' G i) is gaven by
the tollowing cquation.

A ST T I sl PO S RS B R D SR L P IR AR S B
where 7 denotes the convolution operation. The Gltercd
image Bg™i. j1 has no de component and van be cqually divided
o positive and  negative regions. The boundaries belween
the two reglons turn oul to be the 20 Here, we define the 20
s unit yoolor ru“"ii. i} along the boundary.

A ZC point corresponding to g small contrust is removed
on the hasis of the gradient value of the G-tiltered imagee on that
ZC . thut s,

TN R
thew the 7O i removed,

Ciojine e 1y,

wlhiere Gy i predetermined thresheld value.

IV DISPARITY HISTOGRAMMING

The calculation of disparily  histogramn s generally  the
nost time-consuning process in the matching operanon. Here,
the global disparity histogram (GDID s tist computed 1o fnd
an ppproximate dispanty distribution. The GDH is defined as:

A S IR N o S RIS B
[
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where d slands for o dispadty and A 15 the whole image plane,
Since peints on the physical surface coustitute clusters in space,
the true matches tend 1o fall in some intervals of dispanity.
while the false matches randomly scatter. The GDH comsequent-
by pives the approximate disparity  distribubion ol abjects in
the scene.

Now let the peak value of GDHg'*Nd) be H.  Intervals
$ determined in the lollowing equation is the disparity inmtervals
for the local disparity histogram (LDH) to be caleulated in.

Sooold s GlHY WY a-H
where o is a constant value and O<a< 1. § tnay penerally consist
of multiple intervals corresponding to objects in the scene. In
this way we can limit the candidate imtervals of disparity and
greatly improve Uie efficiency of the LDH process.

The LDH represents the disparity distribution ol true and
lalse matches within window Wg of Mg x My around ZC paint
i, 1. where Mg is determined a8 the average pitch of Z0s,
that is, a function of . The LDH for a fixed window on the
right image is defined as:
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where d - S..

V. FUSION LVALUATION

Now the Tusion for vach window arca is evaluaicd using
LM of gl ctumpels. The best fusion channel is (st selected
as the one such that the ditTerence hetween the first and second
largest peaks in LDH is the largest. Let the difference ol the
peaks in the best channel be FY9%d0 0, 2 00 The local fusion is
cstahlished if the Tollowing condition is satisfied for a certain
disparity J*:

T R R T B AR TS AES B BN Y S W o

where Foois a predetermined threshold value, Disparity d* can
be regarded as the most probable disparity in We.

VI DUTERMINATION OFF DISPARITY MAP

Ouve the most probable disparity d* s oblained in Wg.,
disparities for adlf ZC points in Wy are determined in the follow-
ing manner. Let the disparitics hetween @ 20 point i the right
image and matehing candidates in the efUimage be Ja, des o de
i the finest channel, aod the disparity which s the nearest
to d* among Jiodz e be dyp.

I bdap - d™ 1= da. then the disparity for the 20 is
finally determined (o be dop. otherwise, the determi-
nation is postaponed,

wlhere dy s the predeternuned vaiue. Onee the pair Q (Pm ., Po)
in determined as a true matel, pairs Q {Pi. Po b tk? mand pairs
Q Py I'ed (k0 are regarded Balse maidches and removed in
thy suveeeding nerstions. where Paooand Pe are o 20 point in
thie mghtoand leit image.

The processes trom GIDH calewlation to this provess are
terated until no more disparities are determined, The dispari-
ties wre tramsformed to depths by micaps of predeternmined
geometrical relations and camera pargneters i a straightforward
manner.

VIl EXPERIMENT

The parallel matching algorithm wes tested with the
scene shown in Figure 2, with the Prime 750 in the Information
Computer System of Electrotechnical laboratory. The scene
has many objects such as a plaster figure, a telephone, a book,
plant, and a coffee cup in front of a shelf, white paper, and a
calendar. The telephone has a glossy surface and the plant has
quite a complex profile. In addition, the calendar hes a periodi-
cal pattem which is, in principle, unsuitable for stereo vision.

The ZC points in the fine, middle, and coarse channel
are shown in Figure 3, and the filtered ZC points in the fine
channel is shown in Figure 4. The global disparity histogram
from the right at the first iteration is shown in Figure 5. The
disparities finally obtained are shown in Figure 6, where the
larger disparities (nearer to the camera) are displayed by the
brighter points. There are 9424 ZC points in all in the right
image, of which about 6500 ZC points have comespondences
and the left are those in the occluding or uncommon regions.
Most of the disparities of 6500 ZC points were reasonably
determined.

It is revealed that the ZC points whose comespondences
are detected by a finer channel, mainly lie in the region near
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edges of objects, that is, the area of discontinuous depth, while
the ZC points whose correspondences are detected by a coarser
channel lie in the region of little change of depth, or in the
periodical pattern on the calendar.

The cpu time is about 20 minutes except the calculation
of feature extraction which could be quickly executed with
special hardware.
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FIGURE 6 FINALLY OBTAINED DISPARITY

VIl CONCLUSION

A parallel matching algorithm for feature-based stereo
vision is proposed.

It has the following features. Since the algorithm uses
the features in the various resolutions evenly and complemental-
ly, it can deal with the comespondence problem according to
the way how the depth changes on and between the physical
surfaces of objects. For example, if an object has a surface on
which the depth changes little, a coarser channel is automatically
excited and the disparities over the wide area can be determined
at a time. Introduction of GDH enables us to limit the search
intervals of disparity and to reduce the amount of calculations.
In addition, the algorithm is essentially suitable for hardware
due to its parallel architecture.

However, there is room for improvement in the details of
algorithm. Especially, the criterion of evaluation of fusion and
the procedure of iteration need further refinement through
experiments with various types of scenes.
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