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ABSTRACT 

Relevant domain features are used for the 
representat ion of knowledge in production ru les 
and for the descr ipt ion of examples for ru le 
induct ion programs. A concept acqu is i t ion CCAS, 
induces domain concepts for the descr ip t ion of 
middle-game posi t ions in chess, and uses 
quan t i t a t i ve measures of information content for 
v a l i d a t i n g the acquired concepts. 

I . In t roduct ion 

The main problem wi th the use of production 
ru les to represent knowledge is the determination 
of the relevant features of the domain. 
Production system knowledge consists or ru les of 
the form: 

IF features 
are present in a s i tua t ion 

THEN apply act ion A 

The features fi must be provided to the system for 
recogni t i o n of a s i t ua t ion as relevant for the 
f i r i n g of r u l e s . However, an enumeration of a l l 
re levant features is a very d i f f i c u l t task . 
Therefore, it is desirable and sometimes necessary 
to use induct ive methods for es tab l ish ing relevant 
features of the domain. 

Chess is an excel lent domain for experiments 
in concept acqu is i t i on . Chess players use a large 
vocabulary of domain concepts which is accessible 
in chess books and by psychological experiments. 
A grandmaster has a large l i b r a r y of chunks in LTM 
tha t is used to encode a chess pos i t ion and in 
t h i s way, reduces the uncer ta in ty . It has been 
estimated that some ten thousands of chunks are 
necessary to explain the performance of master 
players [ 6 ] . 

A convenient method for measuring the amount 
of informat ion reduction by chunking is the use of 
the b inary question experiments. Jongman [2 ] 
proposed a method in which a chess player is 
allowed to ask questions about a chess pos i t ion he 
has to reconstruct , that can be answered w i th only 
'yes 1 or ' n o ' . The number of questions necessary 
to reconstruct the pos i t ion co r rec t l y gives a good 
estimate of the information content of chess 
pos i t i ons . Strong players (above 2200 Elo ra t i ng ) 
requ i re between 50 and 80 b i t s to reconstruct a 
p o s i t i o n . For weaker players t h i s amount may grow 
to above 100, depending on the type of p o s i t i o n . 

The in ten t ion of the experiment reported in 
t h i s paper is to design a method for automated 
acqu is i t i on of chess concepts, tha t can be 
considered as chunks. These chunks can then be 
used as a t t r i b u t e s for production ru les or for 
fu r ther ru le induc t ion . The v a l i d i t y of the 
chunks w i l l be checked by the binary question 
experiments. 

I I . THE ACQUISITION SYSTEM 

A. De f i n i t i ons 

A t t r i bu tes are used to describe ob jec ts . For 
chess pos i t ions we use 32 nominal a t t r i b u t e s tha t 
ca tego r i ca l l y describe cer ta in aspects of a chess 
p o s i t i o n . A t t r i bu tes represent the mapping of 
pieces on square l oca t i ons : 

The characters represent the well-known 
abbreviat ions of piece names used in chess 
no ta t i on . Capitals denote pieces, 'w' stands for 
wh i te , ' b ' stands for black and ' - ' ind icates tha t 
the square is not occupied. 

An instance is a descr ip t ion of an object as 
a vector of <at t r ibu te ,va lue> p a i r s . In the 
experiments to be descr ibed, instances are 
middle-game pos i t ions of master games. The space 
o f a l l s y n t a c t i c a l l y correct instances i s ca l led 
the event space. 

Selectors can be expressed in the annotated 
predicate ca lcu lus [3 ] as a form in which 
, the reference is a d is junc t ion of values of the 
domain of a t t r i b u t e , and # stands for the 
operators 

A pat tern is a l o g i c a l conjunct ion of 
se lec to rs . A pat tern pat i is present in an 
instance i f the a t t r i b u t e values o f the instance 
s a t i s f y a l l the se lectors o f the p a t t e r n . For 
example: 

A s a t i s f a c t i o n fac tor fs expresses the 
degree to which a pattern is satisf ied by ci ,the 
observed set of instances. The value of the 
satisfaction factor of a pattern is the proportion 
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between instances tha t completely s a t i s f y tha t 
pat tern and 

This concept is s im i la r to tha t o f projected 
sparseness as defined by Michalsk i and Stepp [ 3 ] . 

A relevance l i s t i s a l i s t o f funct ions tha t 
maps keys onto a set of a t t r i b u t e s tha t are 
re levant to form a p a t t e r n . I t cons is ts o f 
elements of the fo l low ing form: 

Keys are sa l i en t a t t r i b u t e s of an event 
d e s c r i p t i o n . A relevance l i s t is suppl ied by a 
domain expert to const ra in pat terns to 
"meaningful" ones. 

A n i l p a t t e r n is an <a t t r ibu te ,va lue> pair 
w i th a s a t i s f a c t i o n fac to r higher than some 
threshold va lue . N i lpa t te rns can be detected by 
ca l cu l a t i ng f8(ai) fo r a l l i , which are in fac t 
a l l pat terns cons is t ing of one a t t r i b u t e . Events 
determined by n i l p a t t e r n s w i th a threshold value 
equal to tha t of a s ing le instance form the 
projected event space. 

B. The induct ion a lgor i thms. 

The i n t e n t i o n of an induct ion algor i thm is to 
generate pat terns w i th a s a t i s f a c t i o n fac tor above 
a ce r t a i n th resho ld , using the a t t r i b u t e s def ined 
in the relevance l i s t . This Involves a search 
through a tangled hierarchy of three l eve l s depth: 
the keys in the relevance l i s t , a t t r i b u t e s 
attached to each key and the n i l p a t t e r n s of each 
a t t r i b u t e . As the a lgor i thm uses a backtracking 
search for the a t t r i b u t e s , the order of a t t r i b u t e s 
i n the relevance l i s t i s impor tant . This impl ies 
t ha t the most important a t t r i b u t e s should be 
l i s t e d f i r s t . I f no pat terns are generated w i th 
the f i r s t a t t r i b u t e s , no pat terns conta in ing the 
next a t t r i b u t e s i n the l i s t w i l l be considered. 
For the experiments reported in t h i s paper, a 
permutation a lgor i thm was used in which the order 
o f the a t t r i b u t e s is not impor tant . A l l possible 
combinations o f a t t r i b u t e s i n the relevance l i s t , 
t ha t inc lude the key a t t r i b u t e , w i l l be t r i e d . 
The advantage of the permutation a lgor i thm is tha t 
no re levant pat terns w i l l be missed because of 
order ing e r r o r s . 

C. Implementation 

The program, named CCAS (Chess Concept 
Acqu is i t i on System), i s w r i t t e n in C-Prolog, 
running on a VAX 11-750 under UNIX. It cons is ts of 
four basic components: 

1 . N i l pa t t e rn generator 

N i l pa t te rns are the basic bu i l d i ng blocks of 
chess concepts. They have to be generated from 
the set of given instances before the induct ion 
process can begin . Generating a l l n i l p a t t e r n s , 
requi red 104 CPU seconds. N i lpa t te rns are 
represented as a functor w i th two arguments. The 

f i r s t argument is the a t t r i b u t e name, and the 
second is an ordered l i s t o f va lues, the f i r s t 
value having the la rges t s a t i s f a c t i o n f a c t o r . An 
example of the generated n i l p a t t e r n s for the 
white k i n g : 
n i l p a t t e r n ( w k , [ g 1 , h 1 , h 2 ] ) . 

2. The s a t i s f a c t i o n fac to r ca lcu la to r 

Both the n i l p a t t e r n generator and the 
induct ion program r e l y on s a t i s f a c t i o n fac to rs of 
pa t te rns . E f f i c i e n t ca l cu la t i on o f s a t i s f a c t i o n 
fac to rs is therefore important for the o v e r a l l 
performance of the program. Using Pro log 's 
u n i f i c a t i o n for matching, the ca l cu la t i on o f 
s a t i s f a c t i o n fac to rs i s considerably fas ter than 
using other matching s t r a t e g i e s . Calcu lat ing the 
s a t i s f a c t i o n fac to r of a pat tern w i t h 10 
i ns tan t i a ted a t t r i b u t e s takes about 150 msec for a 
database conta in ing 54 instances. 

3. The induct ion program 

The generation of a l l pat terns for a 
relevance l i s t w i th s ix a t t r i b u t e s attached to a 
key takes about 150 CPU seconds for each key. 
Execution times grow exponent ia l ly w i th the number 
of arguments. For t h i s reason, i t is recommended 
to use many keys w i th lesser a t t r i b u t e s , ra ther 
than to look for pat terns w i th many a t t r i b u t e s . 
This s t ra tegy is we l l su i ted for the domain of 
chess, but could be a cons t ra in t fo r other 
domains. 

4. Binary question generators 

Chess concepts induced by CCAS are 
opera t i ona l l y defined as v a l i d i f they reduce the 
in format ion content of a chess p o s i t i o n . Although 
the v a l i d i t y of generated ooncepts can be 
appreciated by a domain exper t , the program also 
f a c i l i t a t e s techniques for quan t i t a t i ve evaluat ion 
of the ou tpu t . I t includes a b inary question 
generator tha t is able to reconstruct a chess 
pos i t i on by asking questions about piece-square 
r e l a t i o n s h i p s . I t uses n i l p a t t e r n s for question 
generat ion. 

I I I . RESULTS 

Using the fo l l ow ing relevance l i s t 

re l (bK, [bkR,bkB,bep,bfp ,bgp,bhp] ) . 
rel(wK,[wkR,wkN,wep,wfp,wgp,whp]). 
re l (bdp, [bap,bbp,bcp,bqB,bqR]) . 
re l (bdp,[bcp,bep,wcp,wdp,wep,wfp]) . 
rel(wbp,[wap,wcp,wqR,wqN,wqB,wkB]). 

and 54 instances taken from 21st move pos i t ions in 
a chess book ( [ 7 ] games 25 to 7 5 ) , the system 
generated 275 pa t te rns . The number of a t t r i b u t e s 
per pat tern var ies from 1, the n i l p a t t e r n of the 
key, to 7, the key and a l l a t t r i b u t e s in the 
relevanoe l i s t . The most Important pat terns are 
the most spec i f i c ones, i . e . the pat terns using 
the la rges t number of a t t r i b u t e s . For each key in 
the relevance l i s t , there is at l eas t one such 
p a t t e r n . Most other pat terns are subsets of these 
most spec i f i c ones. 
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The binary question experiment was t r i e d for 
two types of pos i t ions , those included in the l i s t 
of instances, and others that are s i m i l a r , but not 
inc luded. The program achieves a reconstruct ion 
performance of 100% for posi t ions included in the 
instances, using an average of about 60 quest ions. 
For chess posi t ions not included in the l i s t of 
instances 100% reconstruct ion is not guaranteed 
but o f ten reached, w i th in the same average number 
of quest ions. These tes ts ind icate tha t the 
system performs on the leve l of expert chess 
p layers . 

IV. DISCUSSION 

The concept acqu is i t ion system, described in 
t h i s paper, is an attempt to f i l l a gap in the 
current spectrum of automated acqu is i t ion systems. 
The problem addressed in t h i s pro ject cannot be 
approached by any of the ex is t ing methods. In 
f a c t , generating concepts for the descr ip t ion of 
chess pos i t ions is something tha t is presupposed 
by ex i s t i ng learning programs such as ID3 [8] and 
CLEAR [ 4 ] , Taxonomic c l a s s i f i c a t i o n programs such 
as CLUSTER [33 that determine h ierarch ies of 
subcategories w i th in a co l l ec t i on of objects are 
more- c lose ly re lated to the problem of concept 
acqu is i t i on but s t i l l not su i t ed . A l l ru le 
induct ion programs require a set of re levant 
a t t r i b u t e s to describe the domain ob jec ts . But 
the construct ion of re levant a t t r i b u t e s for 
represent ing instances is a d i f f i c u l t task i t s e l f . 

The patterns generated by the program can 
very we l l be considered as concepts. They are 
human- in te l l i g ib le and some even have terms 
attached to them that are used in the vocabulary 
of domain experts, such as kings f i anche t to . 
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APPENDIX 

A typescr ip t of a binary question session 
shows how CCAS t r i e s to reconstruct the pos i t ion 
from the diagram. The program was not able to 
reconstruct the pos i t ion 100% c o r r e c t l y , because 
it had no previous experience wi th a white queen 
on d3. Adding t h i s pos i t ion to the l i s t of 
instances would solve the problem in fu tu re 
sessions. Apart from the problem with the queen, 
the reconstruct ion performance is qu i te w e l l . The 
system reached a 95% correct reconstruct ion a f te r 
only 46 quest ions. 


