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ABSTRACT 

Most research on na r ra t i ve tex t summarisation 
has been conducted w i t h i n the paradigm of 
experimental psychology. But recent language 
processing research i n a r t i f i c i a l i n t e l l i g e n c e 
suggests that the predominant theory of tex t 
summarisation requi res fu r the r examinat ion. 
Seemingly minor s t r u c t u r a l mod i f i ca t ions of a s tory 
can reau l t in a i g n i f i c a n t a l t e r a t i o n s of summary 
behavior . In t h i s paper, h i g h l i g h t s of summary 
data from 72 subjects are presented and analyzed in 
terms of two competing summarization models: (1) 
the s to ry grammar model of psychology, and (2) the 
p lo t u n i t model developed in a r t i f i c i a l 
i n t e l l i g e n c e . We w i l l show how selected story 
grammar p red ic t ions compare to p lo t un i t 
p red ic t ions f o r short term summarization and then 
i d e n t i f y two compl icat ing fac to rs that have a major 
impact on summarisation behavior . 

1 . I n t roduc t i on 

While experiments using people may seem less 
re levant t o a r t i f i c i a l i n t e l l i g e n c e than 
experiments using computers, the work described in 
t h i s paper represents more than an i n t e l l e c t u a l 
commitment to psychologica l v a l i d i t y in AI 
(a l though tha t commitment is a lso p resen t ) . The 
task of t ex t summarisation is one of the most 
complicated chal langes fac ing na tu ra l language 
processing and poasib ly fac ing AI a l t oge the r . We 
need a l l the help we can g e t . 

We have been working in recent years at Yale 
on a s to ry understanding system (BORIS) (2] whose 
t h e o r e t i c a l roo ts go back to the MARGIE system 
[ 1 0 ] . While an i n i t i a l implementation toward 
summarisation has been completed in BORIS [7] , we 
have not yet been able to tes t our most important 
i n t u i t i o n s using BORIS. We probably won't be able 
to u t i l i s e BORIS f o r t h i s purpose u n t i l i t can 
process a large number of proto type s t o r i e s . In 
the meantime, we have been conducting exp lora tory 
psychologica l experiments, to see how our ideas 
hold up against systems that can summarize a large 
number of s t o r i e s . The r e s u l t s have been both 
su rp r i s ing and encouraging. 

This work was sponsored in part by the Advanced 
Research Pro jects Agency under cont ract 
N0014-75-C-1111 and in par t by the Nat iona l Science 
Foundation under cont ract IST7918463. 

2. Plot U n i t s : A Heterarch ica l Representat ion 

Plot un i t s ( o r i g i n a l l y ca l l ed " a f f e c t u n i t s " ) 
13,4] lead to general graphs that are t y p i c a l l y 
c y c l i c i n t h e i r a t ruc tu re ra ther than h i e r a r c h i c a l . 
A p lo t un i t ia a f i xed con f i gu ra t i on of mental 
s tates and events i nvo l v i ng one or more characters 
in a atandard behaviora l pa t te rn or i n t e r a c t i o n . 
For example, there are p lo t un i t s that represent 
honored requests , problem r e s o l u t i o n , r e t a l i a t i o n , 
broken promises, and o b l i g a t i o n s . 

A l l p l o t un i t s are constructed from smaller 
p r i m i t i v e components ca l l ed " a f f e c t s t a t e s . " There 
are three kinds of a f f e c t s t a t e s , designed to 
encode mentsl s t a tes , p o s i t i v e events, and negat ive 
events. The i n t e r n a l s t ruc tu re of a p lo t u n i t is 
governed by s t r i c t ru les to con t ro l the var ious 
ways a f f ec t s tates can be l inked to each other [ 3 ] , 
but the most important proper ty of a p lo t un i t 
representa t ion l i e s in the fac t that p lo t un i t s can 
over lap w i t h each o the r . Two p lo t un i t s over lap 
when they both conta in a common a f f e c t s t a t e . For 
example, suppose John asks Mary to buy an 
a r t i choke , and she does so. The un i t descr ib ing 
John's honored request w i l l over lap w i t h the un i t 
descr ib ing Mary's success because they both share 
the same p o s i t i v e event of Mary buying an 
a r t i choke . This event is a c r i t i c a l component fo r 
both Mary's success and John's request : 

John Mary 

wants Mary to 
buy ar t i choke 

Mary buys 
ar t i choke 

wants to buy 
ar t i choke 
buys a r t i choke 

Over lappings between t o p - l e v e l un i t s provide us 
w i t h the s t ruc tu re of a p lo t un i t a n a l y s i s . In the 
representa t iona l graph, nodes represent 
i ns tan t i a t ed p lo t u n i t s , and arcs j o i n two nodes 
whenever the corresponding p lo t un i t s share a 
common a f f ec t s t a t e . 

Each p lo t un i t is associated w i t h generat iona l 
frames. Generat ional frames d r i v e the na tu ra l 
language expression of i n s t an t i a t ed p lo t u n i t s , and 
a l l un i t s are associated w i t h both strong 
(de ta i l ed ) and weak (sketchy) generat iona l frames. 
Stronger frames are used when there is s t rong 
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connec t i v i t y and weaker frames are used when 
connec t i v i t y is weak. The process of summarizing a 
s tory is p a r t l y a func t i on of s t r u c t u r a l 
c o n n e c t i v i t y , and p a r t l y a func t ion of generat ional 
frame management. 

3. Three Stor iea and Six Story Representations 

To compare s tory grammars w i t h p lo t u n i t s , we 
f i r s t designed three va r i a t i ons on a basel ine story 
and co l l ec ted 12 summaries on each v a r i a t i o n for a 
t o t a l of 36 summaries (using 36 sub jec ts ) . A l l 
experimental mate r ia ls were presented as typed 
t e x t . A f te r reading the t e x t , subjects were asked 
to produce a w r i t t e n summary in one or two 
sentences. The three s to r i es (see Appendix A) are 
very cloae to each other in ove ra l l content . They 
each invo lve a deeply nested set of subgoals which 
the main character devises and achieves. The 
d i f fe rences can be summarized as f o l l ows : 
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While not a l l p ropos i t ions appear i n a l l 
s t o r i e s , the pa i r v i se order ing o f a l l p ropos i t ions 
remains consis tent throughout. I t is never the 
case that p ropos i t i on A is higher than p ropos i t i on 
B in one t r e e , and lower in another . Story 
grammars p red ic t i nc l us ion on the basis of r e l a t i v e 
t ree p o s i t i o n . For example, the s to ry grammar 
model p red ic ts that p ropos i t i on PI w i l l appear more 
f requent l y than p ropos i t i on P2 across a l l s to ry 
vers ions : 

P I : get boss to send Paul away 
P2: Mike makes deal w i t h accountant 

Since we w i l l be concent ra t ing on such 
h i e r a r c h i c i a l p r e d i c t i o n s , we should mention that 
the " c r i t i c a l pa th" model of Black and Bower 
p red ic ts that f a i l e d goals and plans w i l l v i o l a t e 
the h i e r a r c h i c a l i nc lus ion p r i n c i p l e in the sense 
that f a i l u re -assoc ia ted nodes are u n l i k e l y to be 
mentioned no matter where they res ide in the t ree 
[1]. 

Plot un i t p red ic t i ons are based on the p l o t 
un i t graphs which r e f l e c t a somewhat d i f f e r e n t set 
of s t r u c t u r a l d i s t i n c t i o n s . The u n i t s needed to 
graph our s t o r i es a re : 



Plot u n i t p red i c t i ons are based on the connec t i v i t y 
or degree of each un i t in the p lo t un i t graph. 
H igh ly connected un i te are sore l i k e l y to appear in 
summaries than weakly connected u n i t e . 

In keeping w i t h the " c r i t i c a l path" hypo the t i c , we 
have omitted the f a i l u r e - r e l a t e d un i te ( the DR's 
and the PAF't) eince we do not expect them to show 
up in the summaries. (Our data supported c r i t i c a l 
path p r e d i c t i o n ! ) . 

To see exact ly what theee c o n n e c t i v i t i e s 
p r e d i c t , we suet consider the generat ional frames 
f o r each of the re levant u n i t s . Since p lo t u n i t s 
can be described w i t h vary ing leve ls of d e t a i l , we 
w i l l include a s t rong and a weak frame fo r each. 
Strong frames are more l i k e l y to appear when u n i t s 
are h igh ly connected wh i le weak frames are more 
l i k e l y to appear f o r weakly connected u n i t s . 

The strong generat iona l frame fo r nested 
agency is meant to inc lude the f i r s t agent in the 
cha in , the agent c loaeat to X. In our s t o r i e s , 
t h i s agent is the accountant ( ra ther than Paul 'a 
boss who is f u r t he r away from Mike in the 
eucceasful c h a i n ) . 

In determining whether a g iven u n i t is present 
in a summary, we n a t u r a l l y cannot expect to f i n d 
verbat im generat iona l framea. Some f l e x i b i l i t y is 
needed to recognise verba l i k e " b r i b e , " " b a r g a i n , " 
or "nego t i a te " as weak evidence of an RHC u n i t . In 
our s t o r i e s , strong evidence of the RHC1 un i t is 
represented by mentioning what Mike gave to the CPA 
( g r a t a ) . 

Some examples of i n a t a n t i a t e d generat iona l 
framea are g iven below: 

NSl(weak): 

"Hike got Paul out of town. " 

RHCl(weak): 

"Hike had successful negot ia t ions w i t h an accountant. 

NAl (s t rong) : 

"Hike arranged w i t h an accountant to have Paul sent 
out of town. " 

4. Selected Data Analysis 

A comprehensive analys is of a l l the data would 
show that s to ry grammars and p lo t un i t s agree on 
many p r e d i c t i o n s . For example, both models 
c o r r e c t l y predic ted that Hike 's i n t e r a c t i o n w i t h 
the drug dealer was least l i k e l y to show up in 
summaries. To tease apart the two models, we w i l l 
examine summary data in four " t a r g e t " areas where 
t h e i r p red ic t i ons d i f f e r . 

Target Area 
accountant . " 

1: "Hike gives graas to the 

The s to ry grammar p red ic t ions fo r t h i s 
p ropos i t i on are l a rge l y uniform across a l l three 
s t o r i e s . This p ropos i t i on appears at l eve l 6 in SI 
and S2, and at l eve l 5 in S3. This p red ic ts that 
S3 summaries should mention Hike g i v i ng grass to 
the accountant more o f ten than S1 and S2 summaries, 
w i t h S1 and S2 mentioning it w i t h equal f reqency. 

The p lo t un i t ana lys is r e l i e s on our ava i lab le 
generat iona l frames. The only time the grass 
should appear w i t h i n one of these frames is when 
the RHC1 un i t is s t rong ly present . From the three 
connec t i v i t y graphs, we see that RHC1 appears w i t h 
vary ing st rengths in the three s t o r i e s : 

(Note: a l l pe rcen t i l e compariaions across s to r i es 
in t h i s paper pass the chi-equare tes t f o r 
s ign i f i cance at the .05 leve l unless otherwise 
s p e c i f i e d ) . 

These are r e l a t i v e s t rength rankings computed w i t h 
respect to the maximal connec t i v i t y w i t h i n each 
graph (Max(Sl ) - 7, Max(S2) • 6, Max(S3) - 5 ) . The 
d i f fe rences in r e l s t i v e un i t s t rength lead us to 
expect a d i f f e rence in the frequencies of our 
target p ropos i t i on f o r S I , S2, and S3. S3 
summaries should inc lude the target p ropos i t i on 
more o f ten than S2 summaries, and S2 ahould e x h i b i t 
a higher frequency than S1. The data conf irms the 
p lo t u n i t p r e d i c t i o n : 



Target Area 2: "The boat lends Paul away." 

Again, the atory grammar p red ic t ions are 
f a i r l y un i fo rm. Mike's goal concerning Paul 's boss 
appears at l eve l 3 in SI and S2, and at l eve l 2 in 
S3. This suggests that the p ropos i t ion w i l l be 
mentioned most o f ten fo r S3, and s l i g h t l y less 
o f ten fo r S1 and S2, but w i t h equal frequency fo r 
SI and S2. 

The p lo t un i t p red ic t ions are based on the 
connec t i v i t y of NS1 and NS2. A review of our 
generat ional frames and nested success un i t 
i n s t a n t i a t i o n s shows that the target p ropos i t i on 
only appears when NS1 is s t rong ly present or NS2 is 
present ( e i t h e r weakly or s t r o n g l y ) . Using the 
same computation of un i t s t rength described above, 
we see that NS1 and NS2 appear w i t h vary ing degrees 
of s tength : 

If the e f f ec t s of NS1 and NS2 are taken i n t o 
account w i t h equal we ight , we expect that summaries 
of S3 are most l i k e l y to mention the boss, w i th 
summaries of S1 and S2 somewhat less l i k e l y to 
mention i t . Since the s t rength values in S1 and S2 
cancel each other ou t , we would furthermore expect 
SI and S2 to exh ib i t equal fequencies. This 
ana lys is coincides p e r f e c t l y w i t h the s tory grammar 
ana l ys i s . But an a l t e r n a t i v e p lo t un i t ana lys is 
po in ts to a d i f f e r e n t p r e d i c t i o n . 

Not ice that we need a strong generat ional 
frame fo r NS1, and NS1 appears w i t h only moderate 
s t rength at bes t . I f nested success un i t s requ i re 
strong connec t i v i t y fo r a strong generat ional 
frame, then a l l mention of the boss would be coming 
exc lus ive ly from NS2. If the e f f ec t s of NS1 are 
discounted fo r not being strong enough, we would 
expect S2 summaries to mention the boss more o f ten 
than S1 summaries since NS2 is stronger in S2 than 
i n S1. 

Both models p red ic t that S3 summaries w i l l 
describe the boss sending Paul away more o f ten than 
the S1 and S2 summaries. But only a p lo t un i t 
ana lys is can exp la in why S2 summaries might mention 
t h i s more o f ten than S1 summaries: 

Target Area 3: "The boss sends Paul away." v s . 
"Mike makes a deal w i t h an accountant . " 

In add i t i on to comparing frequency 
d i s t r i b u t i o n s fo r s ing le propos i t ions across a l l 
three s t o r i e s , we can a lso compare the r e l a t i v e 
frequency d i s t r i b u t i o n s fo r two propos i t ione w i t h i n 
each s t o r y . To see how two propos i t ions should 
compare, we w i l l look at t h e i r r e l a t i v e t ree 
pos i t i ons and graph c o n n e c t i v i t i e s : 

Wi th in each s tory the p red ic t i ons are un i fo rm. 
Story grammars p red ic t tha t the deal w i t h the 
accountant w i l l be mentioned leas o f ten than the 
boss sending Paul away because the deal occurs at a 
lower l eve l in the t r e e . P lo t u n i t s p red i c t tha t 
these two propos i t ions w i l l be mentioned w i t h equal 
frequency fo r each s to ry v e r s i o n , since t h e i r 
connec t i v i t y rankings are i d e n t i c a l in each s t o r y . 

The data w i l l show tha t the p l o t un i t 
p red i c t i on is confirmed f o r S3, and ne i the r model 
is confirmed fo r S1 and S2, al though the p lo t un i t 
p red ic t ions are c loser to the data in these cases 
than the story grammar p r e d i c t i o n s : 

In s to r i es S1 and S2, The deal w i t h the CPA appears 
s i g n i f i c a n t l y more o f ten than the boss sending Paul 
away. I t is a lso s i g n i f i c a n t that the deal w i t h 
the CPA appears w i t h uniform frequency across a l l 
three s t o r i e s * * * since a p l o t un i t ana lys is 
comparing the RHC1 un i t across the three s to r i es 
would not p red ic t uni form frequency. A confounding 
fac to r which we w i l l dub "generat ional subsumption" 
appears to be at work in S1 and S2. We w i l l 
discuss t h i s compl icat ion in sect ion 5. 

Target Area 4: "Mike wanted to b u i l d a p a t i o . " 

This p ropos i t i on d id not appear in S3, but i t 
was part of S1 and S2. A atory grammar analys is 
places t h i s p ropos i t i on at the head of the t ree 
s t r u c t u r e , which a f fo rds i t the highest possible 
p r o b a b i l i t y fo r i n c l u s i o n . In the p l o t un i t 
ana l ys i s , the pa t io goal appears only in the SUB 
un i t which is ranked weakly fo r both s t o r i e s . In 
S1, SUB is ranked w i t h less s t rength than NS2 
(which showed up in only 1 summary). In S2, SUB is 
ranked w i t h the same s t rength as NS3 (which showed 
up in 3 summaries). 

In t h i s case, the s tory grammar pred ic t ions 
were c l e a r l y supported by the data . A l l 12 
S i -sub jec ts and a l l 12 S2-subjects mentioned the 
pa t io goal in t h e i r summaries. In f a c t , the f i r s t 
sentence in 21 of the 24 summaries sound exact ly 
l i k e c l ea r - cu t examples of the subgoal un i t 
generat iona l frame: 

♦Since the data presented in Target Area #2 showed 
that NS1 had no in f luence over the frequency fo r 
the boas sending Paul away, we w i l l discount NS1 
here as w e l l . The only un i t that can carry the 
boas sending Paul away ia NS2. 

**The d i f f e rence between .75 and .66 is 
s i g n i f i c a n t . 

not 

* * * The d i f fe rences in 
s i g n i f i c a n t . 

.50 , .58 , .66 are not 
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"Mike vented to make h i t o ld f r i e n d Paul leave town 
f o r e few deye to thet he could b u i l d him a 
eurpriee present in hit 

"Mike wanted to b u i l d h i t f r i e n d Paul a pa t i o fo r 
h ie b i r t h d a y , but he had to get Peul out of town 
f o r a couple of daya to do s o . " 

"Mike wants to get his o ld f r i e n d Paul out of town 
f o r e few dayt to he can b u i l d a pa t i o at Paul 's 
house as a s u r p r i s e • " 

While the s tory greener model i t one c lear 
explanat ion f o r t h i s overwhelming consentut , a 
sel f -containment f ac to r could also be operat ing 
here. We w i l l d iscuss t h i s in the next s e c t i o n . 

5. Generat ional Subsumption and Self-Containment 

Both etory grammars and p l o t u n i t s attempt to 
p red ic t summarization behavior in terms of i n t e r n a l 
memory representa t ions . 

The p lo t u n i t graph providee an important 
p r e d i c t i v e element by revea l ing connec t i v i t y 
p rope r t i es . But generet ione l fremee must be teken 
i n t o cone iderat ion as w e l l . For example, Mike's 
goal of g e t t i n g Paul out of town was mentioned by 
e l l 36 sub jec ts , yet the NS1 u n i t which contains 
t h i s goel in i t s t o p - l e v e l eucceee e t ruc tu re i s not 
s t rong ly pred ic ted in any of the p l o t un i t graphs. 
However, the p l o t u n i t ana lys is i s s t i l l consistent 
w i t h the summary data aince the neated agency un i t 
(NA) ia s t rong ly pred ic ted in a l l graphs, and NA 
cannot be expreesed w i thou t deecr ib ing Mike's goal 
to get r i d of Peul . In t h i s case, we say that NA 
subsumes NS1 fo r the purposes of genera t ion . 

A s i m i l a r form of generat iona l subsumption 
across p lo t u n i t s occurs in the summaries fo r S1 
and S2 when the deal w i t h the accountant is 
mentioned. We saw in our d iscuss ion of Target Area 
#3 how the deal w i t h the accountant was mentioned 
w i t h uni form frequency across a l l three s t o r i e s . 
This v i o l a t e d the d i f f e r e n t connec t i v i t y rankings 
tha t RMC1 assumed in S1, S2, end S3, along w i t h the 
p l o t u n i t p red ic t i ons f o r S1 and S2 deacribed in 
Target Area #3. But generat iona l frames provide us 
w i t h en explanat ion f o r t h i a . Conaider the 
genera t iona l frames fo r a request honored w i t h a 
cond i t i on and a net ted agency: 

NA ( s t r o n g ) : X arranged to have Y get Z done 

RHC1 (weak): X made a deal w i t h Y 

Since the MA u n i t it s t r o n g l y connected in S1 and 
S2, we know we have a commitment to the strong NA 
genera t iona l f rame. We a lso have RHC1 weakly 
connected in S1 end moderately connected in S2. If 
we take the number of words involved at a rough 
i n d i c a t o r o f complex i ty , i t ia no harder to 
generete "NA(strong) + RHCl(weak)" than i t is to 
generate M"NA(strong)" a lone: 

MA( t ) : 
Mike arranged to have an accountant 
get Paul out of town. 

NA(s) ♦ RHCl(v): 
Mike made a deal w i t h an accountant 
to get Paul out of town. 

While the e f f o r t involved in generat ing theee two 
concepts i t not a i g n i f i c a n t l y d i f f e r e n t , there i i a 
s i g n i f i c a n t d i f f e rence i n t h e i r con ten t . 
MNA ♦ RHCl" is much more spec i f i c than "NA" by 
i t s e l f . This makes i t op t ima l l y e f f i c i e n t t o 
generate the weak frame fo r RHC1 whenever the 
strong frame fo r NA is being generated: 

The strong frame fo r RHC1 is not pu l led in by the 
NA u n i t , because it requ i res more e f f o r t ; an 
add i t i ona l phrase must be generated to express RHC1 
s t rong l y : 

NA(s) ♦ RHCl(v): 
Hike made a deal w i t h an accountant 
to get Paul out of town. 

NA(s) + RHCKs): 
Mike made a deal w i t h an accountant 
to get Paul out of town in exchange 
for some grass. 

Generational subsumption is not s t r u c t u r a l by 
nature . I t is language dependent, and t i g h t l y 
bound up w i t h the complex i t ies of language 
genera t ion . 

Another confounding fac to r may be l u r k i n g 
behind the overwhelming presence of the subgoal 
u n i t , as discussed in Target Area #4. When people 
evaluate summaries, they are sens i t i ve to how 
se l f - con ta ined a summary sounds. It seems 
ressonable that t h i s s e n s i t i v i t y to 
sel f -conta inment would enter i n t o the summarization 
process as w e l l . 

While the p lo t un i t ana lys is fo r S1 and S2 
t e l l s us tha t g e t t i n g Paul out of town is the most 
importent t o p - l e v e l g o a l , t h i s is not a very 
se l f - con ta ined goa l . Why would Mike want to get 
h is f r i e n d out of town fo r a weekend? Are h is 
motives good or bad? What's he up to? The goal 
begs f o r an exp lanat ion . 

To aee what ro le sel f -conta inment might be 
p lay ing in S1 and S2, we examined data from two 
a d d i t i o n a l s to r i es that are s t r u c t u r a l l y i d e n t i c a l 
to S1 and S2 In these new s t o r i e s , a farmer 
replaces Mike, and a donkey replaces Pau l . Inatead 
of Mike wanting to b u i l d a p a t i o , the farmer wants 
to go to a aquare dance. And inatead of Mike 
wanting to get r i d of Pau l , the farmer wanta to put 
the donkey in i t s shed.* While the subgoal 
s t ruc tu re remains the tame, the goal of wanting to 
put a donkey in its thed it much more 
t e l f - con ta i ned than the goal of wanting to get r i d 
of PauL__Given t h i a a h i f t of the sel f -conta inment 
*Our Mike/Paul s t o r i e s were i n t p i r e d by the 
o r i g i n a l farmer/donkey s to r y found in 19 ] . 
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f a c t o r , w e can r e - e x a m i n e t h e d i f f e r i n g a t o r y 
grammar and p l o t u n i t p r e d i c t i o n s i n te rms o f t h e 
summary d a t a c o l l e c t e d f o r S la and S2a. As b e f o r e * 
12 s u b j e c t s p r o v i d e d summaries f o r each s t o r y . 
T h i s t i m e t h e r e s u l t s were d r a m a t i c a l l y d i f f e r e n t : 

,SUB 
SI 

1.00 
Sla 

, .33 
S2 

1.00 
S2a 
.58 .58 

W h i l e t h e f r e q u e n c i e s o f t h e SUB u n i t s i n S la 
and S2a a r e no t q u i t e as low as t h e p l o t u n i t 
a n a l y s i s m i g h t have s u g g e s t e d , t hey a re 
s i g n i f i c a n t l y l ower t h a n t h e f r e q u e n c i e s f o u n d f o r 
t h e SUB u n i t s in S1 and S2. These d e s c r e p a n c i e s 
a r e even more s t r i k i n g when t h e o v e r a l l d a t a f o r 
S l a , S2a and S3a a re compared to t h e d a t a f o r S I , 
S2, and S3. A l l t h r e e f a r m e r / d o n k e y s t o r i e s showed 
e x t r e m e l y u n i f o r m f r e q u e n c y d i s t r i b u t i o n s f o r most 
p r o p o s i t i o n s . Even s o , t h e subgoa l u n i t was t h e 
o n l y n o n - f a i l u r e - r e l a t e d u n i t t o d i s p l a y v a r i a n t 
b e h a v i o r . T h i s sugges ts t h a t t h e p l o t u n i t 
p r e d i c t i o n s wou ld b e f u r t h e r s u b s t a n t i a t e d under 
b e t t e r e x p e r i m e n t a l c o n d i t i o n s . 

6 . C o n c l u s i o n s 

From t h e s e e x p e r i m e n t s we conc lude t h a t 
s u m m a r i z a t i o n b e h a v i o r i s a f u n c t i o n o f i n t e r n a l 
memory s t r u c t u r e s a l o n g w i t h o t h e r n o n - s t r u c t u r a l 
f a c t o r s . B y f o c u s i n g o n a reas where p l o t u n i t 
p r e d i c t i o n s d i f f e r e d f r o m s t o r y s t o r y grammar 
p r e d i c t i o n s , w e 6aw t h a t p l o t u n i t s p r e d i c t e d 
s t r u c t u r a l i n f l u e n c e s more e f f e c t i v e l y t h a n s t o r y 
grammars i n t h r e e ou t o f f o u r c a s e s . When t h e 
s t r u c t u a l l y - b a s e d p l o t u n i t p r e d i c t i o n s f e l l down, 
we saw how n o n - s t r u c t u r a l f a c t o r s of g e n e r a t i o n a l 
subsumpt ion and s e l f - c o n t a i n m e n t c o u l d have been 
o p e r a t i n g t o o v e r r i d e s t r u c t u r a l i n f l u e n c e s . I n 
t h e one case where s t o r y grammars appeared to be a 
c l e a r w i n n e r over p l o t u n i t s , a d d i t i o n a l 
e x p e r i m e n t a l d a t a sugges ts t h a t t h e o r i g i n a l l y 
u n s u c c e s s f u l p l o t u n i t p r e d i c t i o n m igh t have been 
o v e r r i d d e n by a c o n f o u n d i n g f a c t o r o f 
p e l f - c o n t a i n m e n t w h i c h no s t r u c t u r a l model can 
a d d r e s s . 

A l l i n a l l , t h e p l o t u n i t model i s h o l d i n g u p 
w e l l a g a i n s t e x p e r i m e n t a l d a t a , and appears t o 
p r o v i d e a p r o m i s i n g b a s i s f o r s u m m a r i z a t i o n 
a l g o r i t h m s . 

REFERENCES 

[ 1 ] B l a c k , J . B . & Bower, G. E . ( 1 9 8 0 ) . S t o r y 
u n d e r s t a n d i n g a s p rob lem s o l v i n g . P o e t i c s 9 : 
2 2 3 - 2 5 0 . 

[ 2 ] Dyer M. G. & L e h n e r t , W. G. ( 1 9 8 1 ) . 
O r g a n i z a t i o n and aearch p rocesses f o r 
n a r r a t i v e a . Research Repor t #175 , Depar tment 
o f Computer S c i e n c e , Y a l e U n i v e r s i t y . 

[ 3 ] L e h n e r t , Wendy, G . ( 1 9 8 1 ) . " P l o t u n i t s and 
n a r r a t i v e s u m m a r i z a t i o n . " C o g n i t i v e S c i e n c e , 
( i n p r e a s ) 

[ 4 ] L e h n e r t , Wendy G . ( 1 9 8 0 ) . N a r r a t i v e t e x t 
s u m m a r i z a t i o n . P roceed ings o f The F i r s t 
Annua l N a t i o n a l Con fe rence o n A r t i f i c i a l 
I n t e l l i g e n c e . S t a n f o r d U n i v e r s i t y . 

[ 5 ] L e h n e r t , W. G . , D y e r , M. G . , J o h n s o n , P . N . , 
Yang , C. J . , and H a r l e y , S . ( 1 9 8 1 ) . BORIS -
A n e x p e r i m e n t i n i n - d e p t h u n d e r s t a n d i n g o f 

n a r r a t i v e a . Research Repor t # 1 8 8 , Depar tmen t 
o f Computer S c i e n c e , Y a l e U n i v e r s i t y . 

[ 6 ] M a n d l e r , J . M . & J o h n s o n , N . S . ( 1 9 7 7 ) . 
Remembrance o f t h i n g s p a r s e d : s t o r y s t r u c t u r e 
and r e c a l l . C o g n i t i v e P s y c h o l o g y 9 : 1 1 1 - 1 5 1 . 

[ 7 ] R e i a e r , B . J . , ( 1 9 8 1 ) . S t o r y s t r u c t u r e and 
s u m m a r i z a t i o n . u n p u b l i a h e d m a n u s c r i p t . 
Depar tment o f Computer S c i e n c e , Y a l e 
U n v e r a i t y . 

[ 8 ] R u m e l h a r t , D. E. ( 1 9 7 5 a ) . Notea on a schema 
f o r s t o r i e s . In D.G. Bob row & A. M. 
C o l l i n s ( E d s . ) , R a n r e a e n t a t i o n a n d 
U n d e r s t a n d i n g . New Y o r k : Academic P ress . 

[9] R u m e l h a r t , D. E. ( 1 9 7 5 b ) . U n d e r s t a n d i n g and 
summar is ing b r i e f s t o r i e s . I n D . Laberge & 
S. Samuels ( E d s . ) , Basic P r o c a a a i n g in 
Reading Percepation and Comprehension 
H i l l s d a l e , New J e r s e y : Lawrence E r l b a u m . 

[ 1 0 ] Schank, R. C. ( 1 9 7 5 ) . C o n c e p t u a l 
I p f p r m j t J P n P r g C g m n g * New Y o r k : 
N o r t h - H o l l a n d / A m e r i c a n E l s e v i e r . 

[11) T h o r n d y k e , P e r r y W. ( 1 9 7 7 ) . C o g n i t i v e 
s t r u c t u r e s i n comprehens ion and memory o f 
n a r r a t i v e d i s c o u r s e . CggPJUYC f a y f i h g l o g y . 
9 : 7 7 - 1 1 0 . 

APPENDIX A 

S I : t h e f i r s t v e r s i o n o f t h e Mike & Pau l s t o r y 

Mike and Pau l had been c l o a e f r i e n d a ever 
s i n c e t h e i r h i g h s c h o o l d a y s . But now Mike wan ted 
Pau l ou t of town f o r a few days so he c o u l d b u i l d a 
p a t i o i n P a u l ' s b a c k y a r d a s a s u r p r i s e b i r t h d a y 
p r e s e n t . He sugges ted t o Pau l t h a t he g e t away f o r 
a weekend bu t Pau l s a i d he w a s n ' t i n t e r e s t e d . On 
a n o t h e r o c c a s i o n Mike c a s u a l l y apoke abou t t h e j o y s 
o f f i s h i n g o r camping t r i p s . But Pau l t o l d h im h e 
e n j o y e d p u t t e r i n g a round t h e houae much m o r e . Pau l 
was g e t t i n g v e r y a e t t l e d i n h i s o l d a g e . 

F i n a l l y , Mike went t o P a u l ' s boas and aaked 
h im to send Pau l on a b u s i n e s s t r i p . But P a u l ' s 
boss had had a bad day and he w o u l d n ' t hear of i t . 
Mike t h o u g h t a w h i l e about what to do n e x t . Then 
he had an i d e a . 

Mike went to a f r i e n d o f h i a who h a n d l e s t h e 
a c c o u n t i n g r e c o r d a f o r P a u l ' s company. He 
e x p l a i n e d t h e a i t a t i o n t o t h e a c c o u n t a n t and t o l d 
h i m , " I f you t e l l P a u l ' s boas t h a t t h e r e a r e 
i r r e g u l a r i t i e a i n P a u l ' s r e c o r d a and t h a t you w o u l d 
l i k e t o examine them f o r a few d a y s , t h e Pau l w i l l 
be sen t away on some p r e t e n s e . " The a c c o u n t a n t 
r e p l i e d , " I ' d b e happy t o p u l l t h e scam, b u t I 
expec t a l i t t l e f a v o r i n r e t u r n . How abou t a n 
ounce o f g r a s s ? " Mike f e l t t h i s was n o t 
u n r e a s o n a b l e . 

So Mike c a l l e d h i s c o n n e c t i o n Joe and aaked 
h im f o r an emergency o u n c e . But Joe a n a w e r e d , 
"Su re t h i n g , aa aoon as you pay up your t a b w i t h 
m e . " Mike p e r s o n a l l y d e l i v e r e d a cash payment 
i m m e d i a t e l y . When Joe g o t h i a money he handed M ike 
an o u n c e . As aoon aa t h e a c c o u n t a n t g o t t h e g r a s s , 
he p i c k e d up t h e phone and c a l l e d P a u l ' s boaa . And 
w i t h i n a n hour o f t h a t phone c a l l , P a u l ' s boaa waa 
t e l l i n g Pau l about a n emergency s i t u a t i o n i n P e o r i a 
t h a t needed s u p e r v i s i o n . P a u l was on a bua f o r 
P e o r i a t h a t e v e n i n g . 

1 8 9 


